1. INTRODUCTION

Business Intelligence offers an interdisciplinary approach (within which are included the Information Systems) focuses on generating knowledge that supports the management decision-making and generation of strategic plans at organizations (Thomsen, 2003). Information Mining is the sub-discipline of Information Systems which provides to Business Intelligence (Negash & Gray, 2008) the analysis and synthesis tools to extract non-trivial knowledge which is located (implicitly) in the available data from different information sources (Schiefer et al., 2004). For an expert, or the person in charge of an information system, normally the data itself is not the most relevant, but it is the knowledge included in their relations, fluctuations and dependencies. Information Mining Process, can be defined as a set of logically related tasks (Curtis et al., 1992) that are executed to achieve, from a set of information with a degree of value to the organization, another set of information with a greater degree of value than the initial one (Ferreira et al., 2005; Kanungo, 2005). Once the business intelligence problem is identified, the Information Mining Engineer selects the sequence of information mining processes to be
run to solve the business intelligence problem. Each Information Mining Process has several data mining techniques that may be chosen to carry on the job. Several of these techniques come from the field of Machine Learning (García-Martínez et al., 2003).

In early stages of our research work, we have observed the indiscriminate use of terms "data mining" and "information mining" to refer to the same body of knowledge. We think that is a kind confusion similar to terms “computer-systems” and “information-systems”. Data Mining is related to the technology (algorithms) and Information Mining is related to the processes and methodologies. Data Mining is close to programming and Information Mining is close to software engineering. In this context is an open issue the need of organizing the body of knowledge related to Information Mining Engineering, establishing that data mining is related to algorithms; and information mining is related to processes and methodologies. A new body of knowledge is necessary for the Information Mining Engineering with a special focus on the implementation in the industry. One of the reasons for developing an Information Mining Engineering has been the discovery of a lack of techniques associated to the execution of each of the phases in the information mining methodologies (García-Martínez, et al., 2011). Although Software Engineering provides many methods, techniques and tools, they are not useful because they do not care in the practical aspects of the requirement specification of information mining projects. Therefore, it is necessary the development and validation of methods, techniques and tools that will aid the practitioners in the software area and provide the necessary objectivity, rationality, generalization and reliability to the Information Mining Process.
During the last decade we have developed field experience in information mining in the following domains: classification of asteroids family (Perichinsky et al., 2003), identification of human faces rules (Britos et al., 2005), detection of changes in users consumption (Grosser et al., 2005; Britos et al., 2008d), pattern discovery in meteorological events (Cogliati et al., 2006), prediction in community health (Felgaer et al., 2006), detection of breast injuries (Ferrero et al., 2006), discovery of web sites usage (Britos et al., 2007), selection of pedagogical protocols (Britos et al., 2008b), discovery of programming misunderstandings (Britos et al., 2008e), criminal pattern detection (Valenga et al., 2008e), discovery of damages patterns in car industry (Flores et al., 2009), pattern discovery in university students desertion (Kuna et al., 2010a; 2010b), among others. Based on our field experience and the existing body of Software Engineering knowledge, in this paper we propose for Information Mining: a process model (section 2), a requirement elicitation process (section 3), an estimation method (section 4) and, finally, a set of processes for Information Mining based and the different associated data mining techniques (section 5).

2. PROCESS MODEL FOR INFORMATION MINING

Software Engineering uses different models and methodologies in order to carry information technology projects with a high level of predictability and quality. They allow controlling the final quality of each developed product by establishing control points for each of the phases which are part of the production process. Understanding as production process, not only the production itself, but also the tasks related to the project management and the company that developed it. In the case of classical software development projects, there are several well tested models as CMM (SEI, 2006), or the...
SMEs model COMPETISOFT (Oktaba et al., 2007). These models have been used on several projects and they can be considered as stable and high tested models, in case of COMPETISOFT, the high tested model is MoProSoft (Oktaba et al., 2005), which is the base model from which COMPETISOFT was created. However, these models are considered as not adequate for companies dedicated to carry on Information Mining projects because they have different properties, especially on the operation process. The most visible difference is on the software development process and the software maintenance where COMPETISOFT defines as a natural process the typical phases of a traditional software development (i.e. analysis, design, development, integration and testing). On the same line, the most important methodologies for Information Mining projects lack of tools to support completely the project management phases which are well defined on COMPETISOFT and grouped on a specific process. Although the scientific community considers the methodologies CRISP-DM (Chapman et al., 2000), SEMMA (SAS, 2008) and P3TQ (Pyle, 2003) as proven for Information Mining projects, they have problems when trying to define the phases related to project management. The elements of project management are mixed with project development process. In other hand, tasks which should follow all the development process such as project monitoring, verification and measurement are not considered in the referenced methodologies. Clearly all the activities related to project management are activities which should be executed at the same time of the project development on a separated process. To solve the detected problems, we propose a Process Model for Information Mining (Vanrell et al., 2010a; 2010b) based on a mixture of COMPETISOFT and CRISP-DM. The proposed Process Model has been obtained by removing all the unnecessary phases, by the adaptation of the necessary phases for an Information Mining project and
by proposing new phases for specific aspects of information mining projects. CRISP-DM has been selected as a reference methodology because information mining community considers that it contains more quantity of the operation level elements than P3TQ and SEMMA. The proposed phases of the Information Mining Process Model for Project Management and its associated tasks are shown in table 1.

<table>
<thead>
<tr>
<th>SUB-PROCESS</th>
<th>TASK</th>
<th>OUTPUT</th>
</tr>
</thead>
</table>
| Business understanding | • Background  
• Business objectives  
• Business success criteria |
| Definition of the specific process based on the description of the Project and the development and maintenance process | • Specific Process (part of the Development Plan) |
| Definition of a delivery protocol | • Delivery Plan |
| Definition of stages and tasks based on the description of the Project and the specific project | • Specific Process (part of the Development Plan) |
| Determine estimated time for each activity | • Activities calendar (part of the Development Plan) incorporate the estimated time on the Project Plan |
| Develop the acquisition and training plan | • Acquisitions and training plan |
| Define the work team | • Work team (part of the Development Plan) |
| Define the activities calendar | • Activities calendar (part of the Development Plan) |
| Calculate the estimated cost of the project | • Estimated cost (part of the Project Plan) |
| Assess situation | • Inventory of resources  
• Requirements, assumptions and constraints  
• Risks and contingencies (part of the Project Plan)  
• Terminology  
• Costs and benefits |
| Develop a Project Plan | • Project Plan, include stages and activities, estimated time, acquisition and training plan, work team, estimated cost, calendar, risks and contingencies plan and deployment plan |
| Develop a Development Plan | • Development Plan (include a product description and delivers, specific process, work team and calendar)  
• Initial list of tools and techniques |
| Formalization of the start of a new project cycle | |

Table 1. Sub-processes, Tasks and Outputs of the Project Management Process (Vanrell et al., 2010a; 2010b)

The proposed phases of the Information Mining Process Model for Project Development and its associated tasks are shown in table 2.
3. REQUIREMENTS ELICITATION PROCESS FOR INFORMATION MINING PROJECTS

The first task of the Project Management and Project Development processes, included in the proposed Process Model described in section 2, have the objective of finding and defining the objectives, goals and success criteria of the Information Mining Project. It is necessary to elicit the project requirements that should be satisfied.

The need to adapt traditional requirements engineering process for Information Mining systems is based on the premise that the requirements analysis for these types of systems differ substantially from requirements analysis for conventional information systems. Current Information Mining methodologies fail to elicit all the concepts needed during the business understanding phase of Information Mining. CRISP-DM elicits on set of concepts, P3TQ another and SEMMA yet a third. In general, these methodologies attend to concepts related to determining business objectives and assess situations (at least for one methodology) and concepts related to determine data mining goals and project plan production are not attended.
We have proposed a methodology (Britos et al., 2008c; Pollo-Cattaneo et al., 2009; 2010a) that is more robust than current ones, because it elicits all the necessary concepts to model the Information Mining project's requirements. Once the needed concepts have been identified, it is necessary to establish the steps to elicit those concepts. The proposed structure is similar to those proposed by Software Engineering that allows progressing over the needed concepts to maintain their natural order. In the business understanding phase of any Information Mining methodology we propose an Information Mining project requirements elicitation process of five steps that is shown in Figure 1.

![Fig. 1. Process of requirements elicitation (Britos et al., 2008c; Pollo-Cattaneo et al., 2009; 2010a)](image)

The purpose of each step is: "understand the project's domain" consists in establishing communication channels in ordinary language among persons involved into the Information Mining project; "know the project’s data domain" consists in establishing the project’s requirements; the data needed for those requirements and its location, risks involved in the data and the requirements' development, the data and requirements' restrictions, and finally its suppositions; "understand the project’s scope" consists in achieving the Information Mining projects objective, its limitations, expectations and risks; "identify the human resources needed skills" consists in knowing the list of human resources involved, its restrictions, risks and responsibilities; and finally, "select the correct Data Mining tool" consists in selecting an adequate tool according to the
information obtained in the earlier steps. To know the project’s data domain in terms of requirements goal, the requirements information of data source information, requirements results suppositions, requirements restrictions, attributes involved in requirements, risks and contingency plans; it is necessary to understand the project’s domain in terms of definitions, acronyms and abbreviations. To understand the project’s scope in terms of project objectives, successful criteria of the project, project expectations, project suppositions, restrictions, risks, and contingency plans; it is necessary to know the project’s data domain in terms of requirements goal, the requirements information of data source information, requirements results suppositions, requirements restrictions, attributes involved in requirements, requirements risks and requirements contingency plans. To identify the human resources needed in terms of defining human resources involved; it is necessary to understand the project’s scope in terms of project objectives, project successful criteria, project expectations, project suppositions, project restrictions, project risks, and contingency plans. To identify the human resources needed skills in terms of defining human resources involved; it is necessary to select the correct Data Mining tool in terms of tools evaluation. The conceptual dependency among the needed concept is shown in Figure 2.

A set of templates have been defined as products, the complete set of themplates an examples may be seen in (Britos et al., 2008c). Each template is associated to each concept. These templates have a detailed description of the concepts to be elicited. The templates allow the concept evolution through the requirements elicitation process. The relation between the elicited concepts as products and the steps of the proposed process to generate them is shown in Table. 3.
Fig. 2. Cross references of elicited concepts represented by the templates (Britos et al., 2008c)

Table. 3. Relation among products (elicited concepts) and process steps (Britos et al., 2008c)

3. EMPIRICAL ESTIMATION METHOD FOR INFORMATION MINING PROJECTS

Software Project Management process includes a set of activities that are referred as project planning. Before the project start, estimation shall be performed of: the tasks to
be executed, the necessary resources and time that will be elapsed from the beginning until the end of the project (Pressman, 2004). Within the Process Model described in section 2, the task “Calculate the estimated cost of the project” also requires a planning process that allows estimating their times; however, because of the existing differences between a conventional software project and an Information Mining project, the usual methods of estimation are not applicable. The construction of estimation methods of software projects, that achieve predictive results about the resources to be used and that are consistent on the best possible approach to the reality, is an open problem in the field of information systems. Information Mining projects do not escape from this necessity and the history of engineering in general and information-systems in particular, recorded that the first approaches are always of empirical nature.

We have developed an experiment (Rodriguez et al., 2010; Pytel et al., 2011) which goal is getting the empirical percentage distribution of the quantity of time/work that (in a Information Mining project) takes the execution of each of the tasks associated with the sub-phases of an industry proven Methodology (CRISP-DM). We have focused on projects for small and medium-sized enterprises. By knowing the time spent in any of the sub-phases, we can have an approximation to the times of the other sub-phases and the global estimation of the project. The obtained results (shown in Table 4) include those phases and sub-phases that perform a significant amount of time (more than 50%). The phases of “Business understanding” and “Modeling” use more than 50% of the time of the project, In case of “Business understanding” phase, the sub-phases “Determine business objectives” and “Assess situation” used more than 70% of the time. On the
other hand, in the “Modeling” phase, the sub-phase “Build model” requires 62.97% of the time of the phase.

<table>
<thead>
<tr>
<th>PHASE</th>
<th>% of TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1 Business understanding</td>
<td>20.70</td>
</tr>
<tr>
<td>Phase 2 Data understanding</td>
<td>10.90</td>
</tr>
<tr>
<td>Phase 3 Data preparation</td>
<td>15.61</td>
</tr>
<tr>
<td>Phase 4 Modeling</td>
<td>34.41</td>
</tr>
<tr>
<td>Phase 5 Evaluation</td>
<td>7.45</td>
</tr>
<tr>
<td>Phase 6 Deployment</td>
<td>10.93</td>
</tr>
</tbody>
</table>

Table 4. Effort (in % of time) of each phase of CRISP-DM methodology (Rodriguez et al., 2010)

5. SET OF INFORMATION MINING PROCESSES AND ASSOCIATED DATA MINING TECHNOLOGIES

Within the Development Management process of the Process Model described in section 2, the tasks of the “Data preparation” and “Modeling” sub-processes uses certain data mining algorithms and techniques in order to process the available information. All sources of information (databases, files, others) that are related to the business intelligence problem are identified and integrated together as a single source of information which will be called integrated data base. We have proposed five Information Mining processes (Britos et al., 2008a; Britos y García-Martínez, 2009; Pollo-Cattaneo et al., 2010b) described in the following sub-sections: discovery of behavior rules (sub-section 5.1), discovery of groups (sub-section 5.2), discovery of significant attributes (sub-section 5.3), discovery of group-membership rules (sub-section 5.4) and weighting of significant attribute related to behavior or membership rules (sub-section 5.5). Each
process has been associated for the usage of the following techniques: TDIDT (Top Down Induction Decision Trees) algorithm (Quinlan, 1986), Kohonen’s Self-Organizing Maps (SOM) (Kohonen, 1995) and Bayesian Networks (Heckerman et al., 1995).

The proposed Information Mining processes have been validated in the following domains: political alliances, medical diagnosis and user behavior. A full detailed report of these validations can be seen in (Britos, 2008).

5.1. Process of Discovery of Behavior Rules

The process for discovery of behavioral rules applies when it is necessary to identify which are the conditions to get a specific outcome in the problem domain. The following problems are examples among others that require this process: identification of the characteristics for the most visited commercial office by customers, identification of the factors that increase the sales of a specific product, definition of the characteristics or traits of customers with high degree of brand loyalty, definition of demographic and psychographic attributes that distinguish the visitors to a website. For the discovery of behavioral rules from classes attributes in a problem domain that represents the available information base, it is proposed the usage of TDIDT induction algorithms (Britos et al., 2008) to discover the rules of behavior for each class attribute. Based on the integrated data base, the class attribute is selected. As a result of applying TDIDT to the class attribute, a set of rules which define the behavior of that class is achieved.
5.2. Process of Discovery of Groups

The process of discovery of groups applies when it is necessary to identify a partition on the available information base of the problem domain. The following problems are examples among others that require this process: identification of the customers segments for banks and financial institutions, identification of type of calls of customer in telecommunications companies, identification of social groups with the same characteristics, identification of students groups with homogeneous characteristics. For the discovery of groups (Kaufman & Rousseeuw, 1990; Grabmeier & Rudolph, 2002) in information bases of the problem domain for which there is no available "a priori" criteria for grouping, it is proposed the usage of Kohonen’s Self-Organizing Maps or SOM (Ferrero et al., 2006; Britos et al., 2008; Britos et al., 2008). The use of this technology intends to find if there is any group that allows the generation of a representative partition for the problem domain which can be defined from available information bases. Based on the integrated data base, the self-organizing map (SOM) is applied. As a result of the application of using SOM, a partition of the set of records in different groups, that will be called identified groups, is achieved. For each identified group, the corresponding data file will be generated.

5.3. Process of Discovery of Significant Attributes

The process of discovery of significant attributes applies when it is necessary to identify which are the factors with the highest incidence (or occurrence frequency) for a certain outcome of the problem. The following problems are examples among others that require this process: factors with incidence on the sales, distinctive features of
customers with high degree of brand loyalty, key-attributes that characterize a product as marketable, key-features of visitors to a website. Bayesian Networks (Britos et al., 2008) allows seeing how variations in the values of attributes, impact on the variation of the value of class attribute. The use of this process seeks to identify whether there is any interdependence among the attributes that model the problem domain which is represented by the available information base. Based on the integrated data base, the class attribute is selected. As a result of the application of the Bayesian Networks structural learning to the file with the identified class attribute, the learning tree is achieved. The Bayesian Networks predictive learning is applied to this tree obtaining the tree of weighting interdependence which has the class attribute as a root and to the other attributes with frequency (incidence) related the class attribute as leaf nodes.

### 5.4. Process of Discovery of Group-membership Rules

The process of discovery of group membership rules applies when it is necessary to identify which are the conditions of membership to each of the classes of an unknown partition “a priori”, but existing in the available information bases of the problem domain. The following problems are examples among others that require this process: types of customer’s profiles and the characterization of each type, distribution and structure of data of a web site, segmentation by age of students and the behavior of each segment, classes of telephone calls in a region and the characterization of each class. For running the process of discovery of group-membership rules it is proposed to use self-organizing maps (SOM) for finding groups and; once the groups are identified, the usage of induction algorithms (TDIDT) for defining each group behavior rules (Britos et al., 2005; Cogliati et al., 2006a).
5.5. Process of Weighting of Behavior or Group-membership Rules

Based on the integrated data base, the self-organizing maps (SOM) are applied. As a result of the application of SOM, a partition of the set of records in different groups is achieved which is called identified groups. The associated files for each identified group are generated. This set of files is called "ordered groups". The "group" attribute of each ordered group is identified as the class attribute of that group, establishing it in a file with the identified class attribute (GR). Then is applied TDIDT to the class attribute of each "GR group" and the set of rules that define the behavior of each group is achieved. The procedure to be applied when there are classes/groups no identified includes the identification of all sources of information (databases, files, others), and then they are integrated together as a single source of information which will be called integrated data base. Based on the integrated data base, the self-organizing maps (SOM) are applied. As a result of the application of SOM, a partition of the set of records in different groups is achieved. These groups are called identified groups. For each identified group, the corresponding data file will be generated. This set of files is called "ordered groups". The group attribute of each "ordered group" is identified as the class attribute of that group, establishing it in a file with the identified class attribute (GR). As a result of the application of the structural learning, the learning tree is achieved. The predictive learning is applied to this tree obtaining the tree of weighting interdependence. The root is the group attribute and the other attributes as leaf nodes labeled with the frequency (incidence) on the group attribute.
6. CONCLUSIONS

The history of Information Mining began with the systematization of machine learning algorithms applied to knowledge discovery over a quarter of a century ago. For many years the interest of the research community has been focused more in the algorithms than in the processes. The increasing incorporation of the engineering vision to software projects results in the need for the same type of vision in information mining projects.

In the last decade, we have been developing experience in the field of Information Mining and we have felt the absence of an Information Mining Engineering. During these years we have built, based on Software Engineering principles, a set of tools that have matured as the cornerstones of our own version of an Information Mining Engineering, which was used in Information Mining Projects, developed for small and medium enterprises. This paper seeks to share our experience-based acquired knowledge with the academic community.
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